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ABSTRACT: Forensic terrestrial photogrammetry is one of the most valuable and low-cost resources of spatial data available today. Due to the
ephemeral crime scene characteristics, these photographs can often capture information that is never to be seen again. This paper presents a novelty
approach for the documentation, analysis, and visualization of crime scenes for which only a single perspective image is available. The photogram-
metric process consists of a few well-known steps in close-range photogrammetry: features extraction, vanishing points computation, camera self-cali-
bration, 3D metric reconstruction, dimensional analysis, and interactive visualization. Likewise, the method incorporates a quality control of the
different steps accomplished sequentially. As a result, several cases of study are presented in the experimental results section in order to test their via-
bility. The full approach can be applied easily through the free software, sv3DVision, which has been evaluated by a number of police officers, foren-
sic scientists, and forensic educators satisfactorily.
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One of the primary goals of forensic photogrammetric analysis is
to generate metric data for presentation in court. Techniques for
analyzing nonmetric terrestrial images can be grouped in two main
categories: the classical stereo-pair (solved with collinearity condi-
tion) and the popular oblique and convergent multiphoto (solved
with collinearity condition and bundle adjustment equations).
Forensic cases that have multiple images taken at convergent
angles can proceed much like other standard close-range photo-
grammetric projects exploiting their advantages from the greater
redundancy in the solutions (if good camera angles are available)
so the solutions are usually stronger and more accurate to the mea-
surements and drawings obtained which are not restricted to a 2D
plane. The solution is obtained by a nonlinear least-squares bundle
adjustment (1). The adjustment can carry camera interior orienta-
tion parameters and so further refinement (self-calibration) can be
carried out. The adjustments can often be solved without control
points using a free-network adjustment. On the other hand, when
nonconvergent images are available, stereo-based photogrammetric
approaches can be used. In this case, it is advisable to use cali-
brated and known cameras. The basic method of determining cam-
era orientation from control points is called resection. The resection
is commonly solved using the collinearity equations in a least-
square solution—one aspect of bundle adjustment. The mathemati-
cal method used to solve the nonlinear bundle solution, like most
nonlinear solution methods, requires approximate values to start.
These surveys require to establish the geometry of stereo-pair care-
fully, especially the base and distance to the object. In addition, the
angles of the camera cannot be forced at all so the camera axis is
horizontal. In this context, particular interest has those cases in
which a complete analysis with the minimum amount of external
information (such as field surveys or camera calibration) is
required. In fact, photogrammetric analysis in forensics is often
characterized by a lack of information. The forensic analyst is often
confronted with a single image of an unknown scene taken with an

unknown camera. Under these conditions it is really difficult if not
impossible to get useful information. With the aim of dealing with
this scope, in this paper, from a single image and based on vanish-
ing points geometry, a semiautomatic 3D reconstruction is provided
by analytical and geometric methods, some of them incorporating
novel and robust approaches. In addition, a software package
‘‘sv3DVision’’ has been developed providing a flexible and easy-
to-use environment, even by practitioners who are not experts in
photogrammetry. Earlier work in this area has been tested by the
authors (2), where a preliminary approach based on a dimensional
analysis is presented.

The paper presents the following layout and organization: after
this introduction, Section 2 outlines the geomatic approaches dedi-
cated for 3D crime scene recording and reconstruction. Section 3
explains in detail the full photogrammetric process developed using
a single image. Section 4 shows some experimental results applied
to simulated crime scenes. A final section is devoted to give some
conclusions.

Geomatic Approaches for Crime Scene Recording and

Reconstruction

There are several application areas in which geomatic engineer-
ing is often necessary, especially those where no original measure-
ments are available. In this sense, geomatic technologies provide
several approaches to get the knowledge of shapes and thus deter-
mine characteristic metric quantities such as distances, coordinates,
or surface areas. In relation to forensic casework and the crime
scene recording and reconstruction, three main geomatic approaches
depending on sensor’s type can be outlined.

Approaches Based on Passive Sensors, Digital, and Video
Cameras

A system which creates 3D surface models from a sequence of
images taken with a hand-held video camera is presented (3).
Images are acquired by the user moving the camera around the
object. The camera motion is recovered by matching corner
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features in the image sequence. Dense stereomatching is carried out
between the successive frames. The input images are used as sur-
face texture to produce photorealistic 3D models. However, it is a
scaled version of the original object as the metric size cannot be
recovered from sequences of monocular images. Monocular
approaches do not work well for some critical motion sequences. A
system called Instant Scene Modeler which uses stereo cameras to
obtain 3D data, estimate camera motion, and register successive
frames together is developed (4). The stereo camera approach
allows free camera motion without any restrictions. The resulting
models are fully calibrated (allow Euclidean measurement) and
have photorealistic appearance. The data acquisition and processing
takes minutes. Nevertheless, the accuracy of the system is not
enough to meet the requirements of a crime scene reconstruction.
More recently, Crime Scene Virtual Tour (5) provides a distinctive
virtual reality solution for crime scene investigation and reconstruc-
tion, which is used to document and observe complete information
of the crime scene. Based on 360� panoramic images, Crime Scene
Virtual Tour is a multimedia tool which integrates panoramic crime
scene images, still images, interactive map, slideshow, texts,
audios, links, thumbnails, etc. It provides an easy way to recon-
struct a 3D crime scene through images and offers unparalleled
features to crime scene investigators, which takes them back to the
crime scenes and enables them to wander through the scene.
However, this platform does not support metric capabilities, thus a
metric analysis of the crime scene could not be performed.

Approaches Based on Active Sensors, Terrestrial Laser Scanner

There are several laser-scanning approaches which incorporate
new computer methods and even novel devices for forensic analy-
sis. In relation to the first approach Vanezisa et al. (6) describes an
approach for facial reconstruction using laser scanner and 3D com-
puter graphics. Skull and facial data from living subjects are
acquired using an optical laser scanning system. The resulting
image can also be modified within an identikit system which
allows the addition of facial features as appropriate. In relation with
the second approach, Rusinkiewicz and Levoy (7) proposed a real-
time handheld 3D model acquisition system that permits the user
to rotate an object by hand and see a continuously updated model
as the object is scanned. The advantage of this system is that the
user can find and fill holes in the model in real time and determine
when the object is completely covered. The disadvantage of this
system is that it requires physical contact with the subject and spe-
cific and synchronized hardware. In the same context but applied
over large scenes, Bahmutov et al. (8) describe an efficient and
interactive system for modeling large-scale interior scenes. The sys-
tem is based on the structured light technique following a custom
approach of projecting a matrix of 11 · 11 laser spots in the
field of view of a digital camera. The depth is calculated using
multiple dense color and sparse depth frames which share the same
center of projection. However, the resolution of the obtained geo-
metry is not enough for the description of objects with high
complexity.

Multisensor Approaches Based on Passive and Active Sensors

Some projects combine the imaging capabilities of a laser scan-
ner and close-range photogrammetry to measure the scene. The
authors present a method for bite mark identification based on the
individuality of a dentition, which is used to match a bite mark to
a suspected perpetrator (9). This matching is based on a tooth-by-
tooth and arch-to-arch comparison utilizing parameters of size,

shape, and alignment. While the most common method used to
analyze bite marks is carried out in 2D space, this method presents
a new 3D documentation, analysis, and visualization approach
based on forensic 3D ⁄ computer-aided design supported photogram-
metry, and the use of a 3D surface scanner. Based upon the 3D
detailed representation of the cast with the 3D topographic charac-
teristics of the teeth, the interaction with the 3D documented skin
can be visualized and analyzed on the computer screen. The
authors developed a multisensor approach for creating accurate
virtual environments (10). This approach uses 3D range sensor
data, multiple CCD cameras, and a color high-resolution digital still
camera. However, the system is not very flexible and manageable,
not being suited for the recording and reconstruction of crime
scenes. The authors proposed the Model Cameras which is a low-
cost hand-held scene modelling device (11). It consists of a digital
video camera with 16 laser points attached to it. Model Camera
acquires 16 depth samples per frame and registers the frames using
depth and color information. The frames are merged together into a
texture-mapped model. However, the surfaces are approximated
with a few quadrics and the approach only works for smooth con-
tinuous surfaces.

Therefore, while the approaches based on active sensors (terres-
trial laser scanner) remain expensive and require specific tools for
processing range dataset, passive sensors (digital camera) remain
the most complete, economical, portable, flexible, and widely used.
However, sometimes it is not possible to obtain such images,
mainly when we work in interior scenes and the overlap and cover-
age limitations are difficult to overcome. In addition, trying to
reconstruct a crime scene through multiple convergent images
sometimes requires time and patience in order to obtain good
results.

In the present case, the developed approach represents a clear
and novel alternative to the limitations remarked above, especially
considering that only one image is enough for providing a geomet-
ric characterization of the crime scene. Particularly, the following
aspects can be outlined:

• Digital amateur cameras can be used.
• Noncalibrated and even unknown cameras (that is, old photo-

graphs or paintings) could be analyzed.
• Easy-to-use for nonexperts in photogrammetry.
• Semi-automatic process.
• Low-cost alternative.
• Quality and reliability in the results with accuracies around

5 cm.

Photogrammetric Process

From a single image, it is possible to extract relevant metric
information about the crime scene and even to reconstruct a 3D
model. One of the most critical steps in this process appertains to
identification, with a high precision and reliability, of its structural
elements, specially vanishing lines and points. These elements
constitute the framework that supports the whole process as they
provide independent geometric constraints which can be exploited
in several ways: from camera self-calibration and a dimensional
analysis of the crime scene to its own 3D reconstruction and visual-
ization (Fig. 1).

Image Analysis: Features Extraction

One of the most critical steps in the metric analysis from a sin-
gle image resides in detecting with high precision and reliability
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structural elements belonging to an oblique image. Man-made
objects are often present in the crime scene, therefore features like
straight lines and angles can be used to retrieve information about
the camera or the 3D structure of the captured object. Nevertheless,
this is not an easy task, taking into account that usually images
contain noise due to their own acquisition process as well as the
radial lens distortion. Thus, although several algorithms based on
image processing exist currently, hierarchical and hybrid
approaches will be required in order to guarantee quality. Unfortu-
nately, a universal method for automatic vectorization does not
exist, so it will be the own requirements of each case which will
define and adapt the algorithm. In this context van den Heuvel (12)
applies a line-growing algorithm called the Burns detector (13) for
vanishing lines extraction; Tuytelaars et al. (14) created a parameter
space based on Hough transform (15) to detect vanishing lines

automatically; more recently the study (16–18) applied Canny filter
(19) for the same purpose.

In this case and taking into account the methods remarked above,
the developed approach (Fig. 2) is also based on line segments
extraction but incorporates clustering strategies together with robust
estimators that allow us to extract vanishing lines and points.

1. Straight line extraction combining Canny and Burns operators.
This combination exhibits the following advantages compared
with other alternatives: computational efficiency, high accuracy,
and reliability in the localization of the edge points, and image
noise does not degenerate its performance.

2. Clustering of segments analyzing the slope and distance
between segments. This estimation is performed only with line
segments that satisfy the orientation constraint. In this step, an
estimation of radial lens distortion is also provided exploiting
the presence of short segments (mini-segments) through collin-
earity condition.

3. Clustering of segments according to three main orthogonal
directions of the scene or three vanishing points. This step is
performed through a robust estimator, RANSAC (RANdom
SAmple Consensus) (20), that incorporates slope analysis as a
voting criterion, allowing detection of possible outliers (wrong
vanishing lines) during the clustering process. Moreover, in
order to provide more automatism and efficiency, an adaptative
threshold and performance of the algorithm (21) has been
developed.

4. Robust computation of vanishing points. The presence of mini-
segments due to the automatism and the own weakness of the
scene’s geometry provide unfavorable intersection cases for

FIG. 1—Forensic terrestrial photogrammetry from a single image.

FIG. 2—Image analysis: features extraction.
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vanishing points computation. Based on one of the most
renowned methods, the Gaussian sphere (22), an original two-
fold approach for vanishing points computation has been
developed.

• An estimation step which inherits some of the analytical con-
cepts of the traditional Gaussian sphere method combined
with RANSAC.

• A computation step which applies a reweighted least square
adjustment supported by modified Danish M-estimator (23).

More details about this original approach are described by Aguil-
era et al. (24).

Camera Self-Calibration

Camera calibration has been studied for many years and there
are many methods available to find the parameters precisely.
Although most existing methods require information of the known
scene points and the use of multiple images, there are several cali-
bration approaches exploiting the presence of vanishing points
which have been reported in close-range photogrammetry
(12,25,26) as well as in computer vision (16,27–29). In the context
of close-range photogrammetry the general approach established is
based on the use of three orthogonal vanishing points and some
constraints among lines, while in the context of computer vision,
several approaches are supported by the computation and decompo-
sition of the absolute conic from three vanishing points or the rota-
tion matrix.

The self-calibration method developed presented a hybrid charac-
ter that combined approaches related to close-range photogramme-
try and computer vision. On one hand, the present approach is
similar in some ways to that proposed by Caprile and Torre (27)
who exploited vanishing points geometry to recover the projection
matrices directly, and on the other hand, the strategy used exploits
simple properties of vanishing points adding some geometric con-
straints derived from image analysis step. Therefore, a complete
camera model can be recovered following two steps in which inter-
nal and external parameters are estimated separately.

In the first step, the intrinsic parameters, that is, the focal length,
the principal point, and the radial lens distortion, are recovered
automatically based on vanishing points geometry and image analy-
sis. The orthocenter of the triangle (Fig. 3) formed from the three
vanishing points, vp, of the three mutually orthogonal directions
identifies the principal point, pp, of the camera through the cross
product of the segments of the triangle and its heights (Eq. 1). The
focal length can be computed afterwards as the square root of the
product of the distances from the principal point to any of the trian-
gle’s vertices and the opposite side.

ðvpx� ppÞðvpy � vpzÞ ¼ 0

ðvpy� ppÞðvpx� vpzÞ ¼ 0

ðvpx � ppÞðvpz� vpyÞ ¼ 0

ð1Þ

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xvp � xpp
� �

yvp � xpp
� �

þ xvp � ypp
� �

yvp � ypp
� ��� ��q

ð2Þ

Finally, the radial lens distortion parameters (k1,k2) are estimated
exploiting the presence of short segments (mini-segments) through
collinearity condition. This estimation is performed only with line
segments that satisfy the orientation constraint. For several mini-
segments j with several points per segment i, the functional model
proposed is as follows:

ajx
0
ij þ bjy

0
ij þ 1

.
ð1þ k1dr02ij þ k2dr04Þ ¼ F ¼ 0 ð3Þ

where (aj,bj) are the normalized straight line parameters, (xij,yij)
are the straight line coordinates, dr is the radial distance, and
(k1,k2) are radial lens distortion parameters.

In the second step, the extrinsic parameters, that is, the perspec-
tive rotation matrix and the translation vector which describe the
rigid motion of the coordinate system fixed in the camera are esti-
mated in a two-pass process. First, the rotation matrix (Eq. 4) (cam-
era orientation) is obtained automatically based on the
correspondence between the vanishing points and the three main
crime scene directions. This relationship allows us to extract the
cosine vectors of optical axis, obtaining directly the three angles
(axis, tilt, and swing) (Eq. 5). This approach is really straightfor-
ward in comparison with other approaches such as RQ decomposi-
tion, for instance, and provides good results as long as vanishing
points and internal camera parameters have been computed with
high precision and reliability.

FIG. 3—Intrinsic camera parameters from a single image.

r11 ¼ cos x0x
� �

¼ xvpx � xpp

pcvpxj j r12 ¼ cos y0x
� �

¼ xvpy � xpp

pcvpyj j r13 ¼ cos z0x
� �

¼ xvpz � xpp

pcvpzj j
r21 ¼ cos x0y

� �
¼ yvpx � ypp

pcvpxj j r22 ¼ cos y0y
� �

¼ yvpy � ypp

pcvpyj j r23 ¼ cos z0y
� �

¼ yvpz � ypp

pcvpzj j

r31 ¼ cos x0z
� �

¼ �f

pcvpxj j r32 ¼ cos y0z
� �

¼ �f

pcvpyj j r33 ¼ cos z0z
� �

¼ �f

pcvpzj j

ð4Þ
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These rotation angles use the axis, tilt, and swing to describe the
rotation of object-space to image-space coordinates. Particularly,
the axis is a clockwise rotation about the object-space Z axis (nadir
direction), and is the angle between the object-space Y-axis. The tilt
angle is a rotation about a line parallel to the true horizon line, and
is the angle between the principal ray (image plane normal) and
the line from the principal point to the Z vanishing point. The
swing angle is a rotation about the image z-axis and is the angle
between the positive image y-axis and the trace of the projection of
the principal plane (generated by the principal ray and the nadir
direction) below the image x-axis (Fig. 4).

Then, the translation vector, x, that is, the absolute camera pose
is estimated based on some a priori crime scene information, for
example, a distance together with a geometric constraint defined by
the user. For the estimation of x, the Gauss-Markov model of least
squares is normally used:

v¼Ax� l:

A¼
r31 xi�xpp
� �

þr11f r32 xi�xpp
� �

þr12f r33 xi�xpp
� �

þr13f

r31 yi�ypp
� �

þr21f r32 yi�ypp
� �

þr22f r33 yi�ypp
� �

þr23f

" #

l¼
xi�xpp
� �

r31Xiþr32Yiþr33Zið Þþ f r11Xiþ r12Yiþr13Zið Þ
yi�ypp
� �

r31Xiþr32Yiþr33Zið Þþ f r21Xiþ r22Yiþr23Zið Þ

" #

ð6Þ

where rij’s are the 3 · 3 rotation matrix elements, f, the focal
length, xpp, ypp, the principal point coordinates, and Xi, Yi, Zi

constitutes a priori known information about the crime scene.
Therefore, the reference frame for the camera pose estimation is

defined with relation to the crime scene geometry based on a local
coordinate system. The robustness of the method depends on the
precision and reliability of vanishing points computation, so the
incorporation of robust estimators in the previous step is crucial.

Dimensional Analysis

Once the camera model has been estimated, a dimensional analy-
sis of the crime scene based on distances, angles, and areas could

be performed. Moreover, this step constitutes a possible validation
of the accuracy of the reconstructed model taking into account that
the results have been compared with other surveying measurements,
such as expeditious topography and terrestrial laser scanner. Partic-
ularly, the scene coordinates of a point P are usually recovered by
means of the collinearity model. The collinearity condition states
that a point in scene space, its corresponding point in an image,
and the projective center of the camera lie on a straight line:

X ¼ X0 þ ðZ � Z0Þ �
r11ðx� xppÞ þ r12ðy� yppÞ � r13f

r31ðx� xppÞ þ r32ðy� yppÞ � r33f

Y ¼ Y0 þ ðZ � Z0Þ �
r21ðx� xppÞ þ r22ðy� yppÞ � r23f

r31ðx� xppÞ þ r32ðy� yppÞ � r33f

ð7Þ

that relates the image measurements to the object coordinate
system (X,Y,Z) only through the camera constant f, the image
coordinates (x,y), the principal point (xpp,ypp), the projective
center (X0,Y0,Z0), and the rotation matrix R that renders the
misalignment of both reference frames.

The scene distance L can be expressed as:

L2
12 ¼ ðX1 � X2Þ2 þ ðY1 � Y2Þ2 þ ðZ1 � Z2Þ2 ð8Þ

where X, Y, and Z are the coordinates obtained from a single
image at the crime scene.

In relation to object area computation, the triangle semiperimeter
formula is used:

AreaXZ ¼
Xn

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SPXZi � SPXZi�L12ð Þ � SPXZi�L23ð Þ � SPXZi�L31ð Þ

p��� ���
SPXZi¼ L12þL23þL31ð Þ=2

ð9Þ

where SP is the semiperimeter of each triangle i that defines
the area.

Finally, with relation to angles, for a triangle in the Euclidean
plane with edges a, b, c and opposite angles a, b, c, the following
holds:

a2 ¼ b2 þ c2 � 2bc cos a; b2 ¼ a2 þ c2 � 2ac cos b

c2 ¼ a2 þ b2 � 2ab cos c
ð10Þ

3D Reconstruction and Visualization

From a single image alone it is not possible to provide a 3D
reconstruction of the crime scene. Equation (7) draws attention to
the fact that because the Z coordinates are on the right hand side,
to each image point there are infinitely many possible object points.
To do so one also needs either a second image of the same scene
taken from a different place or additional information about the
object (for example, geometric constraints and image invariants).
For crime scenes, geometric constraints on the objects (perpendicu-
larity, coplanarity, parallelism, and so on) and image invariants
(distances and angles) can be used to solve the 3D reconstruction
problem from a single image (Fig. 5).

Therefore, the whole 3D reconstruction problem could be
reduced to the problem of computing the coordinates of the sceneFIG. 4—Extrinsic camera parameters from a single image.

axis ¼ arctg r31=r32j jð Þ
where 0� � axis � 90�

tilt ¼ arccos r33ð Þ
where 0� � tilt � 180�

swing ¼ arctg r13=r23ð Þ þ 180�

where 90� � swing � 270�
ð5Þ
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through the collinearity condition (7) augmented by geometric con-
straints to render the fact that the object points lie on parallel
planes to the reference frame defined during camera pose estima-
tion (that is, X = €K; Y = €K; Z = €K where K is a constant). As
a result, every dimension value calculated through this approach
must be parallel to one of the major planes (XZ, YZ, and XY).

Finally, the visualization of a 3D scene is often the only product
of interest for the external world and remains the only possible
contact with the scene. Furthermore, an interactive visualization of
the crime scene enables us to obtain impossible views and perspec-
tives that exploit its analysis capabilities, so a realistic and accurate
visualization is often required. The Virtual Reality Modelling Lan-
guage (VRML) format is the standard chosen to provide an interac-
tive visualization of the results guaranteeing flexibility and
scalability in the visualization at the same time, so different 3D
models can be incorporated and managed easily. In this way, an
automatic transformation of the reconstructed crime scene into a
topological structure (points, lines, and surfaces), sorted hierarchi-
cally in nodes network is performed, allowing three different levels
of visualization: wireframe, shaded, and textured. Materials defined
by their colors and radiometric properties (opaqueness, transpar-
ency, diffusion, reflection, and emission) or rectified textures are
mapped through a uniform and continuous rendering supported
internally by VRML. Last but not least, using the virtual reality
model provided by VRML, a virtual camera can then be placed in
the 3D model of the scene looking at the model from whatever
impossible position with the aim of improving the analysis
capabilities.

Quality Control: Error Estimation

Finally, considering that the whole photogrammetric process
developed involves many steps, one of the most difficult issues is
the estimation of the measuring precision together with the proba-
bility of these measurements (confidence intervals). There are sev-
eral factors that particularly contribute to the variation and thus to
the error propagation:

• Automatic features extraction process which includes lines and
vanishing points.

• Estimation of internal camera parameters, especially the radial
lens distortion.

• Estimation of external camera parameters, concretely the camera
poses which requires that the operator introduces a priori known
information about the scene.

• Identification and measurement of objects in the images by the
operator.

The uncertainty of the measurements has been taken into account
and a final statistical analysis has been performed based on error
propagation. The evaluation of the results considers the parameters
covariance matrix Cpp following the approach described by Mikhail
and Ackermann (30):

Qpp ¼ ATWA
� ��1

Cpp ¼ r2
0Qpp

ð11Þ

where A is the design matrix, Qpp is the parameters cofactor
matrix, W is the weight matrix, r2

0 is the a posteriori variance
of the adjustment, and Cpp is the covariance matrix of the esti-
mated parameters.

On the other hand, in order to know the value of the method for
forensic work, the confidence intervals of the measurements have
been estimated. In addition, with the aim of reducing variation due
to operator, each measurement has been obtained by three different
operators and has been measured 10 times. Besides this, reference
measurements obtained at the real site with a measuring tape (case
study 1) and a laser scanner (case study 2) are used. As a result,
the confidence intervals for each measurement are estimated con-
sidering the following: let n be the number of times each distance
or surface area is measured (10 times for each of the three opera-
tors), let di be the averaged discrepancy between reference mea-
surement (Ki) and the averaged operator measurement (Mi), let Sdi

be the standard deviation of the discrepancies. As the number of
measurements is limited in each case study, the results are in terms
of the Student’s t distribution. In this sense, let 0 < a < 1, and let
tn ) 1,1 – a ⁄ 2 be the 1 ) a ⁄2 percentile of the Student’s t distribution
with n ) 1 degrees of freedom. Then given Mi and the discrepan-
cies di, a 100(1 ) a)% confidence interval for Ki is given through
the following formula:

Ki � Mi þ dið Þj j � 1þ n�1
� �1=2

Sditn�1;1�a=2 ð12Þ

Experimental Results

In order to determine the quality, limitations, and advantages of
this forensic photogrammetric approach, several case studies were
analyzed for which only one image remained. Then, two of these
cases corresponding to simulated crime scenes were reported. The
criterions of choice of these two cases were based on showing the
best and worst situations in which a successful solution could be
provided.

Case Study 1: Unfavorable Case

Problem and Goal—This first case study represents a challeng-
ing test for the forensic terrestrial photogrammetry as it is charac-
terized by a lack of information. Camera information is completely
unknown and the geometry of the scene is complex due to the
presence of free-form shapes and small details (as for example,
lamps, armchairs, curtains, and so on). The main goal is focused in
providing a dimensional analysis and 3D reconstruction from an
unknown camera image. As a result, a digital archive could be

FIG. 5—3D reconstruction from a single image based on geometric
constraints and image invariants.
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created from a single image performing as a basic technical
assistance.

Methodology and Results—The input image (3008 · 2000 pix-
els) was analyzed semiautomatically to extract basic features such
as vanishing lines and vanishing points (Fig. 6). The input parame-
ters (slope, orthogonal distance, and minimum length of edges) set
up for this case were established manually especially for the clus-
tering process due to the presence of free-form shapes and small
details.

Table 1 shows the statistics obtained through the features’ extrac-
tion process. It is important to remark that the number of wrong
vanishing lines detected (outliers) reached 5%.

Next, a robust vanishing points computation was applied to guar-
antee more precision and reliability in the process. In this case, the
own automatism in the features extraction led to the presence of
mini-segments and thus an unfavorable intersection case for the
vanishing points computation. Table 2 shows the results (coordi-
nates and standard deviations) obtained in vanishing points compu-
tation once the robust estimators (RANSAC and Danish) have been

A

B

FIG. 6—Case study 1: (A). Semi-automatic straight line extraction: Canny + Burns. (B). Semi-automatic clustering of vanishing lines according to the main
directions of the crime scene (X,Y,Z).
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applied. A total of six iterations were required to achieve the con-
vergence of the adjustment with a subpixel precision in vanishing
points coordinates.

Afterwards, with the structural support of the crime scene pro-
vided by vanishing lines and points, an estimation of internal and
external camera parameters was obtained based on a priori scene
information (Table 3). A known distance (2.402 m) was introduced
manually (Fig. 7). This distance which was considered free of error
(because it was estimated with millimetric accuracy) was provided
by the forensic officers using a measuring tape. Standard deviations
of 2 cm and 0.5� were obtained for camera pose and camera orien-
tation, respectively.

Finally, a dimensional analysis and 3D reconstruction (Fig. 7)
exploiting the collinearity condition together with geometric con-
straints was performed by three different operators to reduce varia-
tion due to human factor. In relation to geometric constraints, these
were forced to lie on planes parallel to the reference frame defined
during camera pose estimation.

Some of the results of the dimensional analysis performed by
three different operators, their means, and discrepancies together
with the standard deviations and confidence intervals for each mea-
surement are displayed in Tables 4 and 5. Discrepancies were
obtained comparing the averaged measurements provided by the
operators with reference measurements surveyed by forensic offi-
cers using a measuring tape.

In relation to the first distance analyzed (L1) and based on the
outcomes in Table 5, the mean measured distance (ML1) was

1.68 m. For the test measurements of distances, the mean measured
discrepancy (dL1) was 0.02 m higher than the reference distance
(KL1), with a standard deviation (SdL1) of 0.01 m. Hence, an
approximation of the reference measurement was given by
1.68 ) 0.02 = 1.66 m with a certain confidence band. Considering
the mean discrepancy, the standard deviation as well as the percen-
tile points of the Student’s t distribution, the width of the band,
determined by the equation (12) was t30 ) 1,1 ) 0.025 = t29,0.975 =
2.0452. As a result, a 95% confidence interval for KL1 is given
through the following formula:

KL1 � ML1 þ dL1ð Þj j � 2:0452 1þ 30�1
� �1=2

SdL1 ¼ 0:02

TABLE 1—Case study 1: statistics of features extraction.

Vanishing Lines 55 segments clustered in X direction
77 segments clustered in Y direction
34 segments clustered in Z direction
8 segments clustered as ‘‘outliers’’

TABLE 2—Case study 1: robust vanishing points computation in pixels.

Interpretation
Planes + RANSAC: 1� Iteration
Triangle
AM + Danish Estimator:
2�–6� Iteration vpx vpy vpz

x )7574.5 1905.1 1395.5
y 850.7 701.1 10520.3
rxx 0 0.1 0
ryy 0.1 0.1 0.1

RANSAC, random sample consensus; AM, area minimization.

TABLE 3—Case study 1: internal and external camera parameters and
deviations.

Internal Parameters
(Units: mm)

External Parameters (Units:
Degrees, m)

pp [x] (mm) 11.6 Axis: 15.35� X: 2.94
pp [y] (mm) 7.5 Tilt: 75.71� Y: 5.79
f (mm) 14.1 Swing: 179.09� Z: 1.5
k1 0.00410
k2 )0.00001
rpp [x] 0.2 rAxis: 0.4� rX: 0.01
rpp [y] 0.3 rTilt: 0.2� rY: 0.01
rf 0.3 rSwing: 0.06� rZ: 0.02
rk1 0.00011
rk2 0.0000021

A

B

FIG. 7—Case study 1. (A). Dimensional analysis. Measurements in meters
averaged over each operator’s measurements. (B). 3D reconstruction and
visualization.

TABLE 4—Case study 1: dimensional analysis performed by three different
operators measuring each dimension 10 times.

Operator 1 2 3
Test
Distances (m)

Mean
Measured Distance

Mean
Measured Distance

Mean
Measured Distance

L1 1.68 1.68 1.69
L2 1.33 1.34 1.33
L3 3.18 3.20 3.18
L4 2.59 2.60 2.61
L5 0.25 0.27 0.26
L6 1.85 1.88 1.86
Test areas (m2)
S1 0.28 0.29 0.27
S2 1.17 1.19 1.18
S3 0.11 0.13 0.12
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This meant that the actual measured distance L1 of the crime
scene, with a 95% confidence was contained in the interval:

ð1:66� 0:02; 1:66þ 0:02 mÞ ¼ ð1:64; 1:68 mÞ

Considering that the reference measured distance (KL1)
obtained with a measurement tape was 1.66 m, the mean mea-
sured distance (ML1) obtained by operators, 1.68 m, could be
considered correct with a significance level of 95%.

Considerations—This first experiment represents a clear contri-
bution to forensic terrestrial photogrammetry activity, making easy
a survey of the crime scene when only one image remains and rel-
evant camera information is completely unknown. The final aver-
age discrepancy is around 0.03 m, which can be considered very
acceptable taking into account the lack of camera information,
mainly the unknown internal camera parameters (focal length, prin-
cipal point, and radial lens distortion). Finally, special attention
should be paid in the measurement L6 which contains a higher
standard deviation due to the particular interpretation of head and
feet in the image by the operators.

Case Study 2: Favorable Case

Problem and Goal—This second case study shows the maximum
possibilities of success in the metric analysis of a crime scene from a
single image, because the camera, Nikon D70 (Nikon Hong Kong
Ltd., Taikoo Shing, Hong Kong), has been previously calibrated on a
laboratory using a planar target array. In this sense, the main goal is
focused on asserting that the results obtained from a single image can
be even better if the internal camera parameters are calibrated.

Methodology and Results—The methodology applied in this
second experiment was more efficient because the internal camera
parameters were known and the scene geometry was favorable. In
this sense, the simulated crime scene image (3008 · 2000 pixels)
was analyzed to automatically extract basic features (Fig. 8) such
as vanishing lines and points. The input parameters (slope, orthogo-
nal distance, and minimum length of edges) set up for these cases
were established automatically. In addition, the robust vanishing
point computation described previously was applied to guarantee
more precision and reliability in the process.

Table 6 shows the statistics obtained through the features’ extrac-
tion process as well as the vanishing points coordinates. In this

case, the number of wrong vanishing lines detected (outliers) was
lower than the case before and only reached 3%. In addition, due
to the favorable perspective of the image only two iterations were
required to obtain subpixel precision.

Afterwards, a first approximation for the partly known camera
model was recovered semiautomatically. The known internal cam-
era parameters were used to improve and check the results obtained
automatically, while some manual interaction was required to
retrieve camera pose (Table 7). A known distance (2.570 m) was
introduced manually (Fig. 7). This distance was provided by the
forensic officers using a terrestrial laser scanner, Trimble GX200.
Standard deviations of 1 cm and 0.3� were obtained for camera
pose and camera orientation respectively.

Finally, a dimensional analysis based on distances and surface
areas which exploited the collinearity condition augmented by geo-
metric constraints was performed together with a 3D reconstruction
of the crime scene. In particular, all measurements must lie on the
principal planes of the scene, that is, XZ, YZ, and XY. These planes
constitute the reference frame established during camera pose estima-
tion. Figure 9 shows the 3D crime scene reconstruction where a met-
ric analysis based on distances and surface areas has been tested.

Some of the results of the dimensional analysis performed by
three different operators, their means and discrepancies together
with the standard deviations and confidence intervals for each mea-
surement are displayed in Tables 8 and 9. These discrepancies were
obtained by comparing the averaged measurements provided by the
operators with the reference measurements surveyed with a terres-
trial laser scanner, Trimble GX200 (Trimble Tempe, Tempe, AZ).

Now, trying to provide a detailed analysis of the surface areas
and using the outcomes in Table 9, for the first measured surface
area (S1), its mean measured surface (MS1) is 2.70 m2, its mean
measured discrepancy (dS1) is 0.02 m2 higher than the reference
surface area (KS1) with a standard deviation (SdS1) of 0.01 m2.
Hence, an approximation of the reference measurement was given
by 2.70 m2 ) 0.02 m2 = 2.68 m2 with a certain confidence band.
Considering the mean discrepancy, the standard deviation as well
as the percentile points of the Student’s t distribution, the width
of the band, determined by the equation (12) was
t30 ) 1,1 ) 0.025 = t29,0.975 = 2.0452. As a result, with 95%
confidence:

KS1 � MS1 þ dS1ð Þj j � 2:0452 1þ 30�1
� �1=2

SdS1 ¼ 0:04 m2

This meant that the actual measured surface S1 of the crime
scene, with a 95% confidence was contained in the interval:

ð2:68� 0:04; 2:68þ 0:04 m2Þ ¼ ð2:64; 2:72 m2Þ

Considering that the reference measured surface area (KS1)
obtained with a terrestrial laser scanner was 2.68 m2, the mean
measured surface area (MS1) obtained by operators, 2.70 m2 could
be considered valid with a significance level of 95%.

Considerations—This second experiment represented a favor-
able case because two main conditions were fulfilled: the perspec-
tive is good in the three main axis directions of the crime scene
and the camera has been previously calibrated. In this sense, a high
level of automation was obtained and thus the different thresholds
of the process (slope, orthogonal distance, and minimum length of
edges) was established automatically. The dimensional analysis and
3D reconstruction was compared with laser scanning. Particularly,
several control points corresponding to the distances analyzed were
measured using a terrestrial laser scanner, TrimbleGX200. A spatial

TABLE 5—Case study 1: reference measurements, mean measurements,
their discrepancies, standard deviations, and confidence intervals, in meters.

Reference
Distances

Mean Measured
Distances

Mean
Discrepancies

Standard
Deviation

Confidence
Intervals

Test Distances (m)
L1 1.66 1.68 d¢L1 = )0.02 SdL1 = 0.01 (1.64, 1.68)
L2 1.31 1.33 d¢L2 = )0.02 SdL2 = 0.01 (1.29, 1.33)
L3 3.16 3.19 d¢L3 = )0.03 SdL3 = 0.02 (3.12, 3.20)
L4 2.57 2.60 d¢L4 = )0.03 SdL4 = 0.02 (2.53, 2.61)
L5 0.23 0.26 d¢L5 = )0.03 SdL5 = 0.02 (0.19, 0.30)
L6 1.81 1.85 d¢L6 = )0.04 SdL6 = 0.03 (1.75, 1.87)

Reference
Areas

Mean
Measured Areas

Mean
Discrepancies

Standard
Deviation

Confidence
Intervals

Test areas (m2)
S1 0.25 0.28 d¢S1 = )0.03 SdS1 = 0.02 (0.21, 0.29)
S2 1.13 1.18 d¢S2 = )0.05 SdS2 = 0.03 (1.07, 1.19)
S3 0.08 0.12 d¢S3 = )0.04 SdS3 = 0.03 (0.02, 0.14)
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resolution of 5 mm was set up for a mean distance of 5 m. The
laser scanner was completely leveled using its dual axis compensa-
tor to define the vertical axis direction without ambiguity. Like-
wise, range dataset were acquired from a unique station to
eliminate any alignment error. These reference measurements could
be considered free of error because the range distance was obtained
with millimetric accuracy. Finally, in relation to the results, the dis-
crepancies and the confidence intervals obtained lived up to foren-
sic officers’ expectations because the final average difference was
around 0.02 m. Nevertheless, the results could have been even

better considering that the measurement L2 contains a higher stan-
dard deviation due to the particular interpretation of head and feet
in the image by the operators.

Summary and Conclusions

The research project described in this paper has established that
the forensic terrestrial photogrammetry from a single image has
serious potential for aiding scientific police work. The approach
supported by the software sv3DVision (31) has been evaluated by

A

B

FIG8—Case study 2: (A). Automatic straight line extraction: Canny + Burns. (B). Automatic clustering of vanishing lines according to the main directions
of the crime scene (X,Y,Z).
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a number of police officers, forensic scientists, and forensic educa-
tors who usually work with computerized investigation techniques,
and their response has been very favorable. The fact that the
sv3DVision is a true dimensional analyzer and three-dimensional

reconstructor of the real scene affords the opportunity to extract
whatever metric information (that is, angles, distances, coordinates
or surfaces areas), from a single image, could be crucial during
forensic analysis.

According to the most novel aspects, the following developments
could be outlined:

• The use of a single image together with amateur cameras con-
stitutes a noninvasive technique which allows us to obtain the
geometry of the crime scene (shape, size, and dimensions) even
when the object of interest is inaccessible.

• Compared with other geomatic approaches, several favorable
aspects could be outlined: from its low cost and its high level
of automation, to its utility for users with no experience in pho-
togrammetry and the quality of the results obtained, which have
reached an average accuracy of 2 cm.

• From the scenarios presented, it should be clear that combined
perspective geometries provided by other independent oblique
images could serve not only to provide a dimensional analysis
of the crime scene but also to fill missing information as well
as to strengthen geometry using redundant information.

• An automatic estimation of internal camera parameters from
single images has been incorporated. Particularly, radial lens dis-
tortion parameters are estimated from small features such as
mini-segments together with vanishing point constraints. Never-
theless, better results could be obtained if the camera is cali-
brated previously.

• The implemented method incorporates a quality control of the
measurements obtained. Particularly, error propagation is applied

TABLE 6—Case study 2: statistics of features extraction and vanishing
points coordinates in pixels.

Vanishing Lines
Clustering

5 Segments Clustered as ‘‘Outliers’’

Outliers in
Vanishing Lines

72 Segments
in X direction

26 Segments
in Y direction

67 Segments
in Z direction

Vanishing
Points 2� Iteration vpx vpy vpz

x 3762.2 16.8 782.4
y 923.8 860.4 40932.6
rxx 0.1 0.1 0
ryy 0 0.1 0.1

TABLE 7—Case study 2: external camera parameters.

External Parameters
(Units: Degrees, m)

Deviations
(Units: Degrees, m)

Axis: 38.38� X: )2.06 rAxis: 0.2� rX: 0.01
Tilt: 87.36� Y: )2.78 rTilt: 0.3� rY: 0.01
Swing: 180.98� Z: 1.51 rSwing: 0.04� rZ: 0.01

A

B

FIG. 9—Case study 2. (A). Dimensional analysis. Measurements in meters
averaged over each operator’s measurements. (B). 3D reconstruction and
visualization.

TABLE 8—Case study 2: dimensional analysis performed by three different
operators measuring each dimension 10 times.

1 2 3
Operator
Test Distances (m)

Mean Measured
Distance

Mean Measured
Distance

Mean Measured
Distance

L1 1.93 1.94 1.93
L2 1.79 1.81 1.81
L3 7.56 7.58 7.57
L4 2.06 2.06 2.07
L5 1.42 1.43 1.42
Test Areas (m2)
S1 2.70 2.69 2.71
S2 0.31 0.34 0.33
S3 1.47 1.49 1.48
S4 0.47 0.49 0.48

TABLE 9—Case study 2: reference measurements, mean measurements,
their discrepancies, standard deviations, and confidence intervals, in meters.

Reference
Distances

Mean Measured
Distances

Mean
Discrepancies

Standard
Deviation

Confidence
Intervals

Test Distances (m)
L1 1.92 1.93 d¢L1 = )0.01 SdL1 = 0.01 (1.90, 1.94)
L2 1.77 1.80 d¢L2 = )0.03 SdL2 = 0.02 (1.73, 1.81)
L3 7.55 7.57 d¢L3 = )0.02 SdL3 = 0.01 (7.53, 7.57)
L4 2.05 2.06 d¢L4 = )0.01 SdL4 = 0.01 (2.03, 2.07)
L5 1.41 1.42 d¢L5 = )0.01 SdL5 = 0.01 (1.39, 1.43)

Reference
Areas

Mean
Measured Areas

Mean
Discrepancies

Standard
Deviation

Confidence
Intervals

Test Areas (m2)
S1 2.68 2.70 d¢S1 = )0.02 SdS1 = 0.01 (2.66, 2.70)
S2 0.29 0.33 d¢S2 = )0.04 SdS2 = 0.02 (0.25, 0.33)
S3 1.45 1.48 d¢S3 = )0.03 SdS3 = 0.02 (1.41, 1.49)
S4 0.45 0.48 d¢S4 = )0.03 SdS4 = 0.02 (0.41, 0.49)
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based on the law of variance-covariance matrix, while confi-
dence intervals are used to provide probability statements.

According to the most critical aspects, this approach is successful
in specific domains where the following assumptions have to be
considered:

• The method is applicable over scenes with strong geometric
contents (that is, presence of structural planes and lines). For
example, it is not valid for irregular and complex shapes with
the presence of concave, convex, or curved forms.

• The images acquired have to be oblique with three vanishing
points. So, if there are more vanishing points, only those related
to the three main directions of the scene will be extracted. If
these vanishing points are well defined more precision and reli-
ability can be reached for the dimensional analysis and 3D
reconstruction from a single image.

• In order to overcome the image-based modeling problem, the
user must know some a priori information about the scene
(for example, a distance together with some geometric
constraints).
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